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ABSTRACT
The Genetic Algorithm, a technique for global optimization which simulates evolutionary adaptation, is applied to a simplified form of the "phase problem" in theoretical crystallography. Results are compared with those of a problem-specific algorithm.

1. Introduction

1.1 Crystallographic Background

The central mathematical problem in crystallography, known as the "phase problem", arises from attempts to determine the 3-dimensional structure of molecules from the measured amplitudes of scattered X-rays. The structure of a molecule is the set of spatial coordinates of its constituent atoms. The number of atoms, their chemical types, and their bond distances and angles are known; their relative locations are not. Structure solution by X-ray crystallography yields a 3-dimensional electron density function, f, which at high resolution has gaussian-shaped maxima at the atomic locations. To obtain f, one needs both amplitudes and phases of the scattered X-rays. Only the former are measurable; hence the "phase problem".

Mathematical methods are available which, by making use of (a) the measured amplitudes and (b) known relationships between the amplitudes and the phases (derived from a priori knowledge about the properties of f), can deduce the phases for small molecules, e.g., of up to one or two hundred atoms. No such algorithms exist for large molecules (proteins, nucleic acids) with thousands of atoms. Such structures can be solved crystallographically only with greater difficulty, by procedures requiring additional experimental data (multiple isomorphous replacement, anomalous scattering). While small molecules can be solved with high probability in weeks or months of research effort, the solution of large molecules is highly uncertain, and may require years of work.
1.2 Optimization Technique

The genetic algorithm (GA)

is a global optimization technique which simulates certain features of evolutionary adaptation as described by population genetics. The GA generates, typically randomly, an initial population (generation) of "individuals", and evaluates each individual for "fitness". An individual here is a point in the domain of the function to be optimized, and fitness is the value of the function at that point. The GA then derives the next generation first by selecting individuals to serve as "parents" according to their relative fitness, and then by modifying them with one or more "genetic operators", in the hope that some of the "offspring" will be more fit than the parents. Further generations are produced similarly until the process is terminated.

It has been claimed that the GA offers unusual powers of optimization in many problems where little a priori information about the search space is available, and where traditional methods of optimization are unsuccessful, e.g., due to problems of discontinuity, high dimensionality, or multimodality. The work described in this paper was done a number of years ago, initially motivated by a desire to find new approaches to the phase problem. Although the results encountered were not encouraging, they are reported here because alternative GA approaches may yet prove promising and because the phase problem provides a challenging problem context in which the properties of the GA can be explored.

2. The Genetic Algorithm

In the GA, an individual, I, is represented as a string of genes (g₁...gₙ), each of which assumes one value from a set of possible values known as alleles, {a₁,a₂,...,aₗ}. The alleles are numbers, in the present case 0 or 1. A fitness function, u(I), is defined over the space of possible individuals, with each individual having a number of offspring proportional to u(I). The GA forms the next generation by selecting a parent from the previous generation for reproduction, and by applying genetic operators, such as mutation and/or crossover.

Mutation changes a gene from its current value randomly to any other possible value; here, from 0 to 1 or from 1 to 0. When crossover (recombination) is applied to a parent, a "mate" is randomly selected, and an inter-gene crossover point, x, is randomly chosen from the n-1 possible locations. (Actually, a smaller feasible region for crossover is defined which excludes any end segments for which both parents have identical alleles.) Genes gₓ - gₓ₊₁ of the offspring are copied from the first parent; genes gₓ₊₁ - gₙ from the second. For example, if the first parent is represented as 1010, and the mate as 1101, choosing crossover point x = 2 yields offspring 1001.

Mutation and crossover rates in the ranges 1/2n and 1/n (mutation) and .₅₀₄₅ (crossover) have been found to be fairly effective.

If each offspring were an exact copy of its parent, eventually the population would consist entirely of copies of the most fit individual from the first generation. The function of the crossover operator is to introduce into the population combinations of the genotypes of two individuals which may be more fit than either parent genotype. As crossover rearranges existing alleles but does not create new gene values, it is dependent upon the existence of variability in the set of alleles in the current population. The function of mutation is to maintain this variety, and ensure that each allele is available to the algorithm. If the reproductive advantage accorded the fitter individuals is too high, then variety is lost too quickly; if it is too low, then information gained from previous generations, embodied in the distribution of the current generation, is underutilized. If the mutation rate is too low, potentially adaptive alleles will be missing from the gene pool; if the mutation rate is too high, again information previously gathered about the search space is underutilized, and the optimization can become merely a random search.

3. The Reduced Phase Problem

We now define the "reduced (simplified) phase problem" (RPP) as follows. Atoms are represented as delta functions of constant height (i.e., of only one chemical type) located on grid points in one dimension. Thus, a structure is simply a binary string, e.g., I = (01101001), of known length, n, and with known number of 1's (atoms), m. In functional notation, I = f(k), k = 1 to n, where f(k) is the value of the kth bit of the string.

The information in the measured amplitudes of the "target" (true) string consists of the string's Patterson function,

\[ P(j) = \sum_{k=1}^{n} f(k) \ast f(k+j) \]

P(j) is the number of inter-atomic distances of length j; distances are calculated modulo n (treating the string as
periodic in \( n \), so \( P(n) = P(0) = m \). Each pair of atoms contributes two distances to \( P \), one measured in each direction around the loop, that sum to \( n \). The Patterson of the above example is \((1 2 3 0 2 1 4)\).

The Phase Problem, in this framework, is the problem of finding a string, \( f \), that produces the a given (true) Patterson. The Patterson is invariant to rotation and/or reflection of the string, so, for example, the strings \((abcda, (bcda), (cda), (dcba), (cbad)\) are all equivalent. With \( n \) rotations and \( n \) reflected rotations, there can be as many as \( 2n \) equivalent (and thus correct) strings. An algorithm which always finds one of these strings would constitute a solution to the Reduced Phase Problem.

For simple cases, the Patterson may not actually define a unique string, even aside from rotations and reflections, i.e., there may exist non-equivalent strings with identical Pattersons; these are called "homometric" solutions. However, the possibility of such solutions in three dimensions with complex structures and real data is dismissed by crystallographers as exceedingly unlikely.

4. Applying the GA to the Reduced Phase Problem

4.1 Procedure

The GA program used for these studies was obtained from Kenneth De Jong of the A.I. Laboratory of the Naval Research Laboratory. The program is about 750 lines of Pascal code, and was run under the Berkeley UNIX operating system (version 4.1) on a VAX 11-780.

We have worked with 32-point strings with 4 to 17 atoms, but mainly with an 11-atom string. Difficulty of solution increases with the number or atoms up to maximum difficulty at half-occupancy. We arbitrarily selected an 11-atom "true" string as our target to exemplify a moderately difficult problem. The space of 32-point strings contains \( 2^{32} = 4.3 \times 10^{9} \) points; an 11-atom subset, \( C(32,11) = 1.3 \times 10^{8} \) distinct points. The 32 rotations of an 11-atom string are distinct, and the reflections of these rotations may add up to 32 additional distinct strings, all of which have the same Patterson. We are searching, then, for any one of at least 64 equivalent points in a sub-space of \( 1.3 \times 10^{8} \) points.

Each run began with a random formation of 100 strings. The individuals in this initial generation were evaluated; expected offspring numbers were assigned to each individual based on relative fitness. Parents were randomly selected one at a time and subjected probabilistically to the genetic operators (crossover and mutation). When 100 offspring had been created, each was labeled with its fitness value. If the best member of the first generation was more fit than any member of the second, it was added to the second generation as the 101st member. The first generation was then replaced by the second.

As some of the parents selected for reproduction may not have been changed by the genetic operators, the number of new genotypes represented in the second generation depends on the mutation rate (MR) and crossover rate (CR). The probability of an offspring being identical to its parent = (1-CR) * (1-MR)\(^2\); the expected number of new genotypes per generation = \(100 \times (1-(1-CR) \times (1-MR)^2)\), or 81 when \( MR = .001 \), \( CR = .80 \).

As the GA program runs, it reports the best fitness value yet attained, the number of generations formed, the number of individuals evaluated, and a convergence measure. A four-part convergence measure gives the number of genes at which 80, 85, 90, and 95% of the individuals in the current generation have the same allele. If, for example, 95% of the individuals contain identical alleles at 30 of 32 gene locations, then the population has converged to the extent that further recombination of such similar individuals is unlikely to be of benefit.

The fitness function, \( u(I) \), maximized by the algorithm was minus the mean square deviation between the Pattersons of the true string and the Patterson of the individual trial solution. The goal was to find the global optimum, i.e., a string which gives exactly the known Patterson. Since the Reduced Phase Problem is already a great simplification of the actual phase problem in mathematical crystallography, there is no way to define, for the RPP, what a "good-enough" solution might be.

To minimize premature convergence, an optional procedure, "radiation", was added to the algorithm to inject variability into the population when convergence exceeded a threshold. This was accomplished by changing the rate of mutation to .3 (or .2) for one generation whenever the number of genes (gridpoints) on which there was 90% agreement within a population exceeded some threshold fraction, typically .50 or .75. This high rate of mutation gave each parent a probability of \( 1-(1-.3)^2 \)=.9999 of reproducing. As most of the parents resemble the fittest individual, this amounted to selecting 100 new individuals randomly from the region near the current fittest individual. (As noted earlier, this individual is always retained in the population unless one of the new individuals is fitter.)
Two other refinements, procedures "align" and "optimized cutpoint", modified the crossover mechanism. Since the Patterson is indifferent to rotation and/or reflection of the string, some good crossovers may be missed due to the parent strings being non-optimally rotated or reflected relative to each other. Procedure "align" enabled the second parent to be aligned for maximum agreement with the first before the crossover point was selected. Another problem arose from the fact that crossover may not preserve the number of atoms even when both parents have the same number. Procedure "optimized cutpoint" reduced the occurrence of such errors.

4.2 Results

Ten models were run, each with eight different random starting populations (Table 1). The target was an 11-atom string, \{10001101 10011000 10001000 01010001\}. Because the number of new individuals evaluated in each generation is a function of the crossover and mutation rates, and thus varies considerably, the number of function evaluations, rather than the number of generations, was used to quantify the run time of the algorithm. For the eight starting populations, the minimum, maximum, and median number of individuals evaluated before a zero rms was found are listed in Table 1. The best of the models (9) required 23,551 function evaluations, taking approximately 24 minutes of VAX 11-780 cpu time.

<table>
<thead>
<tr>
<th>Model Parameters</th>
<th>Run Times</th>
</tr>
</thead>
<tbody>
<tr>
<td>model MR CR all opt rad thr min max median</td>
<td></td>
</tr>
<tr>
<td>1 .010 .90 Y .30 .50 5.9 134.0* 34.0</td>
<td></td>
</tr>
<tr>
<td>2 .010 .80 Y .20 .70 8.2 242.0* 35.6</td>
<td></td>
</tr>
<tr>
<td>3 .010 .80 Y .20 .50 3.6 124.0* 102.6</td>
<td></td>
</tr>
<tr>
<td>4 .010 .80 Y .30 .75 3.6 124.0* 40.5</td>
<td></td>
</tr>
<tr>
<td>5 .010 .80 Y .20 .70 5.3 64.1 30.2</td>
<td></td>
</tr>
<tr>
<td>6 .010 .80 Y .20 .50 4.5 62.3 34.5</td>
<td></td>
</tr>
<tr>
<td>7 .010 .80 Y .30 .75 5.6 136.0* 66.7</td>
<td></td>
</tr>
<tr>
<td>8 .010 .80 Y .20 .70 2.6 133.5* 23.6</td>
<td></td>
</tr>
<tr>
<td>9 .010 .80 Y .20 .70 5.5 126.1* 28.3</td>
<td></td>
</tr>
</tbody>
</table>

5. Comparison of Optimization Methods

5.1 An Alternative Algorithm: Pair Flipping

To assess the effectiveness of the genetic algorithm on the phase problem, we compared its results with those of a problem-specific approach, which implemented a discrete version of the accelerated steepest descent, modified to constrain the number of atoms to the correct value. The algorithm starts with a random string with the correct number of atoms. It then evaluate strings generated by all possible "pair-flips", i.e., changing, at different sites, a 1 to a 0 and a 0 to a 1. (With 11 atoms and 22 spaces, this amounts to 231 evaluations, or about 2.5 typical genetic algorithm generations.) The first string with a smaller Patterson error is adopted; if no such string is encountered, a new random (re)starting point is chosen. Median time to success with this algorithm was about 60 seconds, quite a bit faster than the GA.

5.2 Discussion

The problem-specific "pair-flipping" program significantly surpassed the GA in these tests, and was approximately 1/5 the length of the GA program. In the brief tests of 64-point strings, both techniques performed poorly. The real crystallographic search space dwarfs even this 1-dimensional 64-point space, and commonly requires 3-dimensional arrays with at least 2^18 points (and usually more). Indeed one can reasonably wonder whether any algorithm exists which can solve the RPP for large n, and the problem may be NP-complete.

For n = 32, Table 1 shows that the performances of the various GA models are fairly similar. Most striking is the generally good performance of models without crossover (6,8 & 9), especially in light of Holland's assertion that crossover is one of the GA's most powerful tools and that mutation plays a relatively minor role. Crossover is advantageous when there are genes or sets of genes whose contribution to fitness is more or less independent of other genes. If crossover does not help in the RPP, perhaps it is because there are no such independently valuable alleles.

Indeed, this is so. Each individual is evaluated by the agreement of its Patterson with the observed Patterson at all points. Each point in the Patterson depends for its value on all points of the string, so an allele or a group of alleles cannot have an intrinsic fitness.
With the crossover mechanism ineffective, the GA performs a directed random search using fitness-weighted reproduction and mutation. The space near the fitter individuals is randomly sampled through mutation; when a new fittest individual is discovered, it comes eventually to be a primary locus of search activity.

In such circumstances, and where information about the search space can be directly used in problem-specific techniques, such as the pair-flipping algorithm described above, such specific techniques can surpass the GA's performance. (The pair-flipping algorithm, but not the GA, can intrinsically guarantee that all candidate strings have the correct number of atoms.) However, this study is only a preliminary assessment of the effectiveness of the genetic algorithm on the Reduced Phase Problem. Refinements to the GA introduced here for the RPP (align, optimized cutpoint) need to be further investigated and other GA approaches may show improved results.
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